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Abstract — In the context of temporally correlated sourtdisid deconvolution can be performed using thd-wel
known constant modulus algorithm and, most receatBo using approaches based on information théikey
correntropy. However, given the different natureboth classes, a certain degree of discrepant bwhiv
expected when they are compared. In order to makeridge between both criteria, we propose an
autocorrelation-based criterion that is directlyplagable to scenarios with non-i.i.d. sources. Hssociated
algorithm will work as a comparative performancel tor the presented methods. We also show a analysis

of the exposed criteria and their performance dmsig correlated (or coded) sources for differ@nnel and
noise models, having in view, especially, the atthle levels of intersymbol interference.
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1. Introduction

Blind deconvolution (or equalization) methods hdeen a major focus of attention, in last

decades, in the field of signal processing. Thwipntestable importance lies on the fact that they
depend solely on the statistical characteristicheftransmitted signal and the channel output,a.e
reference signal is not necessary. Consideringicklsechniques such as ttestant modulus (CM)
[1] criterion, a good performance is guaranteed rwhiee transmitted signal is composed of
independent samples. However, when making userof-eorrecting codes or temporally correlated
sources, this condition is no longer valid, andséhalgorithms may present a non-satisfactory
performance [2].

In view of this, a recent approach, based on #id ff information theory (IT), was proposed by
Santamaria et al. [3], in which the temporal suitetof the transmitted signal is considered. As the
conception deals with a variant of source corretgtit received the name obrrentropy.

This new perspective opened the door to a betenstanding of blind equalization criteria when
a temporally-correlated signal is transmitted. épsih that sense was made by Neves et al. [4],iwhic
presented elements of a comparison between the Igdtitam (CMA) and a correntropy-based
method. Given the differences between these methtlisizrepant behavior is expected, to a certain
extent, whenever a comparison be made. In vievhisf tve try to bridge the gap between them by
presenting another element for comparison. This ament is an autocorrelation-based criterion
that is capable of handling correlated sources eaud serve as an interesting counterpart to
correntropy-based solutions.

2. Blind Equalization Criteria: The Constant Modulus and The Correntropy

The constant modulus (CM) criterion has been widely studied since Godard’s propodallt[is
based on the idea of minimizing a dispersion ofghsolute value of the equalizer output around a
fixed value that depends on statistics of the tratted signal, which gives rise to the followingsto
function:
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whereR, = Ehs(n)|4] /Ehs(n)|2], y(n) is the equalizer output signal as@) is the transmitted signal. Its
gradient is given, in the case of a linear finitgulse response (FIR) equalizer by:

03 W) = [y =R, Jymx(n) )



An analysis of the structure of Eq.(1) has beeniaziout considering, as a rule, that the transahitt
signal is composed of independent and identicadifriduted (i.i.d.) samples. This assumption isdsal
for certain applications, but not for others elpse including error-correcting codes or even those
associated with certain non-digital signals.

Another technique was recently proposed, basedl aandtl kernel methods, which consists of a
generalized correlation function to which the natoerentropy was associated [3]. It is possible to

R N
define correntropy a¥[m| Z;ZK(X(I’]) - x(n—m)), wherek [)denotes a kernel function,
N-m+1
N is the size of the data window used to estimateenotropy andn is the lag being considered. The
used criterion is stated as follows:
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whereVs [.] is the correntropy of the sourcé, [.] is the correntropy of the equalizer output &hib
the number of lags. The associated gradied¢(@¥) can be expressed as
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Iterative algorithms associated with both critec@n be obtained by resorting to the stochastic
gradient approach.

3. Correlated Sources: Correlation Retrieval Criterion

Since the CM criterion does not explicitly promdhe recovery of the source correlation profile,
the correntropy criterion Eqg. (3) presents advagdadg non-i.i.d. scenarios. Hence, in order to jglev
more adequate bases for comparison with correntragypropose the use of the autocorrelation
function, defined ag K] = E[y(n) y*(n-K)].

In analogy with what is done when correntropy iplayed, we shall build an approach that tries
to recover the transmitted source correlation bpguexclusively the autocorrelation functiofk].
Based on Eq. (3), we propose the following secawigo statistics criterion, named Correlation
Retrieval (CR) criterion:

l
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whose gradient is given by:
I
MWerW) = (1, [K] - rKIx(m)y (n=k) + y(n)x (n-K)) (6)
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wherel, is the number of considered lags. The gradier@Rfcriterion is considerably simpler than
that of correntropy Eq. (4), since it does not nsakee of kernel functions and also presents only
cross delayed product terms betweém andy(n). Furthermore, if we look carefully at Eq. (5), we
will see that, fot, = 0 and assuming[0] = 1, the CR criterion is very similar to the Giviterion, Eq.

(1), differing only by the expectation operator whniacts just over the signgin). Also, in this case,
considering an online algorithm that takes onlyansaneous statistics, the gradients of CM and CR,
Eq. (2) and Eq.(6) respectively, coincide.

As seen so far, it is possible to see that the Ig&ithm (CRA) — obtained by using the stochastic
gradient approach — although based on the corgnirdgterion, also has points of contact with the
classical CMA. From this perspective, a comparismolving the performance of the three criteria
seems very interesting, in a similar way as thas@nted in [4].



4. Results

In simulation tests, we compare the three aforeimead criteria in terms of intersymbol
interference (ISI). In the first case, the scen@icomposed of an alternate mark inversion (AMI)
source signal, a correlated sequence drawn froralgabet {-1,0,+1}, transmitted through a channel
with transfer functiorh(z) = 1 + 0.&". Fig. 1a shows the ISI performance for an avemigg5
independent simulations with a signal to noiseor@8NR) of 20 dB. The CMA step-size parameter
was 0.001; for CRA, the parameters wggg=0.002 and,=4, and finally, correntropy was simulated
consideringP=5, N=100,0=1.8 andu.,~=0.1. Equalizers with 3 taps were initialized usthg center
spike method. In this case, CM performed poorlyjlevhorrentropy seems to be trapped in a local
minimum. The CRA had the best performance in tiesnario, which might be related to a more
favorable local minima configuration.

In the second case, we consider a precoder witisfeafunctiong(z) = 1 + 1.5", a channel with
h(z) = 9@ and impulsive noise. The chosen parameters wgig=3x10° ucg=6x10° 1,=5, P=6,
N=100, 6=1.6 andu.,~=0.06. Fig. 1b illustrates averaged performanc@okimulations with 3-tap
equalizers with center-spike initialization and ShRel of 20 dB. It is possible to see that CRA, in
spite of a slower convergence, was able to aclagaerformance similar to that of correntropy.

: ; : : : : : : : ; ; - T, . e
150 RORSRRC At gt Sesame 1
2l ,/’T__':-" 4 -15f /

. 1 R —CRA
3 P 1 st/ ---CMA

o ; o
= // CRA T UA e Correntropy
5 4 ---CMA =

Correntropy

T | I B I . i TRy . . . .
1 12 14 16 18 2 0 02 04 06 08 1 12 14 16 18 2
Iterations x10° Iterations x10°

. . . .
“o 02 04 06 08

@ (b)

Figure 1. ISI Performance of the criteria for (@)Iisource, channdi(z) = 1 + 0.&*, SNR=20dB and (b)
precoded source, chani&k) = 1 + 1.5, impulsive noise with SNR=20dB.

5. Conclusion

The use of the CRA seems to be relevant for comgatorrentropy-based algorithms and the
CMA in scenarios for which the sources are nod-i.5imulations suggest that, given the exposed
scenarios, the relatively simple form of the CResibn — based solely on second order statisties -
give rise to an interesting local optima configicatwhile attaining a sound performance.

Further work will be conducted in order to analyhke criteria and also potential relationships
with second-order methods for source separation.
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