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Summary

1. In species with complex life cycles, population dynamics result from a combination of

intrinsic cycles arising from delays in the operation of negative density-dependent processes

(e.g. intraspecific competition) and extrinsic fluctuations arising from seasonal variation in the

abiotic environment. Abiotic variation can affect species directly through their life-history

traits and indirectly by modulating the species’ interactions with resources or natural enemies.

2. We investigate how the interplay between density-dependent dynamics and abiotic variability

affects population dynamics of the bordered plant bug (Largus californicus), a Hemipteran her-

bivore inhabiting the California coastal sage scrub community. Field data show a striking pat-

tern in abundance: adults are extremely abundant or nearly absent during certain periods of the

year, leading us to predict that seasonal forcing plays a role in driving observed dynamics.

3. We develop a stage-structured population model with variable developmental delays, in

which fecundity is affected by both intraspecific competition and temporal variation in

resource availability and all life-history traits (reproduction, development, mortality) are tem-

perature-dependent. We parameterize the model with experimental data on temperature

responses of life-history and competitive traits and validate the model with independent field

census data.

4. We find that intraspecific competition is strongest at temperatures optimal for reproduction,

which theory predicts leads to more complex population dynamics. Our model predicts that

while temperature or resource variability interacts with development-induced delays in self-lim-

itation to generate population fluctuations, it is the interplay between all three factors that

drive the observed dynamics. Considering how multiple abiotic factors interact with density-

dependent processes is important both for understanding how species persist in variable envi-

ronments and predicting species’ responses to perturbations in their typical environment.

Key-words: competition, ectotherms, environmental variability, life-history traits, mathemati-

cal modelling, population dynamics, resource variability, temperature variation

Introduction

Elucidating the mechanisms that drive species’ population

dynamics is a central challenge in ecology. In organisms

with complex life cycles, time delays due to juvenile

development lead to delays in the operation of negative

feedback processes (e.g. intraspecific competition), which

can generate population cycles (Gurney, Nisbet & Lawton

1983; Nisbet & Gurney 1983; Murdoch et al. 1987; Mur-

doch & Walde 1989; Nisbet 1997; Gurney & Nisbet 1998;

Murdoch, Briggs & Nisbet 2003).

It is well known that species’ responses to abiotic envi-

ronmental variation can interact with density-dependent

feedback processes to drive population dynamics*Correspondence author: E-mail: johnsonc@email.arizona.edu
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(Kingsolver 1989; Urbaneja et al. 1999; Huey & Berrigan

2001; Crozier 2004; Savage et al. 2004; Frazier, Huey &

Berrigan 2006; Zamani et al. 2006a; Amarasekare &

Sifuentes 2012). Abiotic variation can have both direct and

indirect effects on population dynamics. Direct effects arise

from the abiotic factor’s impact on species’ life-history

traits, such as reproduction, development and mortality

(Dreyer & Baumgartner 1996; Liu & Tsai 2000; Morgan,

Walters & Aegerter 2001; Urbaneja et al. 2001; Medeiros

et al. 2003; Bommiredyy, Parajulee & Porter 2004;

Matadha, Hamilton & Lashomb 2004; Castillo et al. 2006;

Parajulee 2006; Ulmer et al. 2006; Huang, Ren & Musa

2008; Ragland & Kingsolver 2008; De Conti et al. 2010;

Hou & Weng 2010; Jandricic et al. 2010; Nishikawa et al.

2010), and interaction traits, such as competition coeffi-

cients and attack rates (Zamani et al. 2006b; Dannon et al.

2010; Englund et al. 2011; Lang et al. 2011; Amarasekare

& Coutinho 2014). Temperature is perhaps the most

important abiotic factor that exerts such direct effects.

Indirect effects arise from the impacts of an abiotic factor

on other species (resources, natural enemies, competitors,

mutualists) with which a focal species interacts. For exam-

ple, rainfall and/or temperature may drive the phenology

of a plant species on which an herbivore feeds, and tempo-

ral variation in resource availability arising from the

plant’s phenological response can, in turn, affect the herbi-

vore’s population dynamics. Understanding how direct

and indirect effects of abiotic variation influence density-

dependent population dynamics is crucial in predicting

how species may respond to atypical environmental vari-

ability such as climate change (Bale et al. 2002; Walther

et al. 2002; Root et al. 2003; Parmesan 2006; Deutsch

et al. 2008; Tewksbury, Huey & Deutsch 2008; Kingsolver

2009; Kingsolver et al. 2011; McMahon et al. 2011; Shel-

don, Yang & Tewksbury 2013).

Here, we use the bordered plant bug (Largus californi-

cus; Fig. 1), a Hemipteran herbivore inhabiting the Cali-

fornia coastal sage scrub, as a model system to investigate

this issue. Motivated by a distinctive pattern observed in

the bug’s population dynamics, we develop a mathematical

model to generate predictions for two hypotheses about

the underlying mechanisms. While the model is motivated

by the biology of the bordered plant bug, the theory is

more general and can be applied to any ectotherm whose

dynamics are influenced by direct and indirect abiotic

effects.

Materials and methods

STUDY SYSTEM

We studied the bordered plant bug at the Main Campus Reserve

of the University of California, Santa Barbara. This is essentially

a closed population as the reserve is a small (150 m by 250 m)

region of coastal bluffs bounded by the Pacific Ocean and a

lagoon. The population was studied in 1986 by Booth (1990) and

25 years later by us (see Appendix S1 in Supporting Information).

The bordered plant bug is a generalist herbivore (Booth 1990)

whose main food source at this site is bush lupine (Lupinus arbor-

eus). Abundance patterns in the field exhibit a distinctive pattern

that cannot be explained by density-dependent dynamics alone:

adults are extremely abundant in summer and fall, but are almost

completely absent in late spring and late summer (Fig. 2). This

suggests that bug dynamics may be subject to seasonal environ-

mental forcing.

Bordered plant bugs are attacked by three parasitoid species:

an egg parasitoid (Gryon largi) and a tachinid fly (Trichopoda pen-

nipes) (Booth 1990) as well as an unidentified parasitoid wasp.

Here, we do not include the effects of natural enemies on plant

bug dynamics. We discuss how incorporating parasitoids in this

framework offers promising future directions in the Discussion.

CONCEPTUAL FRAMEWORK

Based on the population dynamics observed in the field, we can

make two hypotheses about the mechanisms underlying the

observed abundance patterns. First, if abundance patterns result

from developmental time lags that cause delays in the operation of

negative feedback, one would expect to see population cycles if

adult longevity is short relative to the juvenile developmental per-

iod (Murdoch, Briggs & Nisbet 2003). Otherwise, one would

expect stable (non-oscillatory) dynamics. Secondly, if abundance

patterns result from the interplay between developmental delay-

driven cycles and direct and/or indirect effects of abiotic variation,

we expect more complex dynamics due to the effects of seasonal

forcing on density-dependent population dynamics.

To test which hypothesis better explains the observed census

data, we develop a mathematical framework that can accommo-

date both time delays in the operation of density dependence and

seasonal forcing of key parameters. To do this, we first quantify

the temperature responses of life-history and competitive traits via

laboratory experiments (see Appendix S2). We then incorporate

these responses within a variable delay model. Finally, we explain

how seasonal variation in temperature and resource availability is

quantified in the field and incorporated within the model.

EFFECTS OF TEMPERATURE ON L IFE -H ISTORY TRA ITS

The per capita birth rate of most ectotherms exhibits a symmetric

and unimodal response to temperature that is well-described by a

Gaussian function:

bðTÞ ¼ bTopt
e
�ðT�ToptÞ2

2r 2
b eqn 1

where b(T) is the per capita birth rate at temperature T (in degrees

Kelvin), bTopt
is the maximum birth rate, attained at an optimal

temperature Topt, and rb is the variability about the optimum.

Plant bug reproduction exhibits a unimodal temperature response

Fig. 1. Illustration of an adult bordered plant bug (Largus

californicus).
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with data providing a significant fit to eqn 1 (Table S1). Repro-

duction is therefore greatest at intermediate temperatures and

declines at higher and lower temperatures (Fig. 3a). The optimum

temperature for reproduction is 23�9 � 0�3 °C, which is near

the maximum temperature in the field (1986: 24�5 °C, 2011:

25�7 °C).
In ectotherms, development and mortality exhibit monotonic

temperature responses (Gillooly et al. 2001; Brown et al. 2004;

Savage et al. 2004) given by the Boltzmann–Arrhenius function:

kiðTÞ ¼ ki;Te
Ai;k

1
Ti;k

�1
T

� �
eqn 2

where ki(T) is the trait value (i.e. k = m for maturation

rate and k = d for mortality) for stage i at temperature T,

ki,T is the trait value k at a reference temperature Ti,k for

stage i, and Ai,k is the Arrhenius constant of trait k for

stage i, measuring its temperature sensitivity (how fast it

changes with varying temperature). We find that develop-

ment rate and mortality increase monotonically with tem-

perature in a manner described by the Boltzmann–
Arrhenius function (eqn 2; Table S1).

EFFECTS OF TEMPERATURE ON COMPET IT IVE TRA ITS

To our knowledge, there are no empirical data on the temperature

response of competitive traits; however, theory offers two

hypotheses for how temperature affects the strength of competi-

tion. First, metabolic scaling theory predicts that the strength of

competition increases monotonically with temperature within

biologically realistic temperature ranges (Savage et al. 2004).

Secondly, ecological theory predicts that competitive traits exhibit

a unimodal response to temperature such that competition is

strongest near the optimal temperature for reproduction (Begon,

Harper & Townsend 2005).

We find that the strength of competition is a unimodal function

of temperature with data providing a significant fit to the follow-

ing Gaussian function (Table S1):

aðTÞ ¼ aTmax
e
�ðT�TaÞ2

2r2a eqn 3

where a(T) is the competitive effect at temperature T, aTmax
is the

maximum competitive effect, occurring at temperature Tmax, and

ra is the variability about the maximum. This suggests that in

plant bugs, competition is strongest at intermediate temperatures

(23�1 � 0�3 °C) near the optimum for reproduction

(23�9 � 0�3 °C) and declines at both higher and lower tempera-

tures (Fig. 4). This is an important finding because theory predicts

that when competition is strongest near the optimal temperature

for reproduction, the effects of temperature and competition inter-

act antagonistically, driving more complex dynamics (Amarase-

kare & Coutinho 2014).

Now that the temperature responses of life-history and compet-

itive traits have been quantified, the next step is to incorporate

these responses into a mathematical framework to generate predic-

tions about population-level outcomes.

MATHEMAT ICAL FRAMEWORK

We develop a stage-structured delay-differential equation (DDE)

model to investigate bordered plant bug population dynamics.
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Fig. 2. Time-series plots show the density of bordered plant bug life stages at the Main Campus Reserve at the University of California,

Santa Barbara. Panel (a) is census data collected in 1986 by Booth (1990), and panel (b) is data that we collected in 2011. There are no

census data of egg density in the field. As it is impossible to distinguish between pre-reproductive and reproductive adults in the field, the

two life stages are combined into a single adult class.

Adult

M
or

ta
lit

y

Temperature (°C)

R
ep

ro
du

ct
io

n

Temperature (°C)

(a)

(c)

(b)

D
ev

el
op

m
en

t

Egg N1-N3 N4 N5

Fig. 3. Temperature responses of life-history traits. Reproduction (panel a) is described by a Gaussian function (eqn 1), while development

rate (panels b) and mortality (panels c) are described by the Boltzmann–Arrhenius function (eqn 2). See Tables S1 for parameter esti-

mates.
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DDE models provide a natural way to describe the dynamics of

species with stage-structured life cycles (Gurney, Nisbet & Law-

ton 1983; Nisbet & Gurney 1983; Murdoch et al. 1987; Mur-

doch & Walde 1989; Nisbet 1997; Gurney & Nisbet 1998;

Murdoch, Briggs & Nisbet 2003). The model is mechanistic

because all parameters are explicitly temperature-dependent and

temperature-driven variability in developmental delays is explic-

itly modelled. Although motivated by the biology of the bor-

dered plant bug, the model can be easily modified to investigate

the dynamics of other ectotherms that inhabit variable environ-

ments.

POPULAT ION DYNAMICS

The bug’s life cycle consists of six life stages: eggs (E), early nym-

phal instars (N1 – N3; denoted NE in the model), 4th and 5th nym-

phal instars (N4 and N5), pre-reproductive adults (P) and

reproductive adults (R). Population dynamics are given by the fol-

lowing system of DDEs:

dEðtÞ
dt

¼ b
�
TðtÞ�QðtÞRðtÞe�aðTðtÞÞRðtÞ � gEðtÞ � dE

�
TðtÞ�EðtÞ

eqn 4

dNEðtÞ
dt

¼ gEðtÞ � gNE
ðtÞ � dNE

�
TðtÞ�NEðtÞ

dN4ðtÞ
dt

¼ gNE
ðtÞ � gN4

ðtÞ � dN4

�
TðtÞ�N4ðtÞ

dN5ðtÞ
dt

¼ gN4
ðtÞ � gN5

ðtÞ � dN5

�
TðtÞ�N5ðtÞ

dPðtÞ
dt

¼ gN5
ðtÞ � gPðtÞ � dP

�
TðtÞ�PðtÞ

dRðtÞ
dt

¼ gPðtÞ � gRðtÞ � dR
�
TðtÞ�RðtÞ

where b(T(t)) is the temperature response of the birth rate and Q

(t) depicts the time-varying effect of resource variability on the

birth rate (i.e. Q(t) = 1 if resource availability remains constant

over time, and Q(t) 6¼ 1 if resource availability varies seasonally).

The function a(T(t)) is the temperature response of intraspecific

competition; gi(t) depicts maturation through-stage i (gR describes

adult senescence); and di(T(t)) depicts the temperature response of

mortality of stage i.

There are three key points to note about this model. First,

resource variability (Q(t)) affects reproduction rather than devel-

opment or mortality because laboratory experiments show that

reproduction is the only trait exhibiting density dependence

(Fig. S1; Table S2). Because it is difficult to experimentally quan-

tify how resource variability affects reproduction, we assume that

laboratory estimates of reproduction reflect the maximum values

possible.

The second point we want to emphasize concerns development

(gi(t)). Because development is temperature-dependent, stage dura-

tion is not constant, and thus, developmental delays vary over

time. We use the following maturation functions based on previ-

ous theory on dynamically varying time delays (Gurney, Nisbet &

Lawton 1983; Nisbet & Gurney 1983):

gEðtÞ ¼ b
�
Tðt0Þ�Qðt0ÞRðt0Þe�aTðt0ÞRðt0Þ mE

�
TðtÞ�

mE

�
Tðt0Þ� sEðtÞ eqn 5

giðtÞ ¼ gi
�
t� siðtÞ

� mi

�
TðtÞ�

mi

�
T
�
t� siðtÞ

�� siðtÞ

where

t0 ¼ t� sEðtÞ eqn 6

dsiðtÞ
dt

¼ siðtÞ
mi

�
TðtÞ�

mi

�
T
�
t� siðtÞ

��di

�
T
�
t� siðtÞ

���diðTðtÞÞ

0
BB@

1
CCA

dsiðtÞ
dt

¼ 1� mi

�
TðtÞ�

mi

�
T
�
t� siðtÞ

��

Note that t0 denotes the time at which eggs hatching at time t

were laid (where sE is the time delay involved in egg development),

si(t) describes through-stage survivorship of stage i, and si(t) is the
developmental time delay of stage i. Maturation of eggs to 1st

nymphal instars (gE(t)) is a function of the rate at which eggs were

laid a time sE(t) ago and survivorship through the egg stage

(sE(t)). Similarly, maturation of successive stages (gi(t)) is func-

tions of the rate at which individuals mature from the previous life

stage and through-stage survivorship. The ratio mi(T(t))/mi(T(t –
si(t))) determines how temperature affects maturation. If tempera-

ture increases over the duration of stage i, this ratio is greater than

one, stage duration is shorter, and more individuals survive. If

temperature decreases over the stage duration, this ratio is less

than one, stage duration is longer, and fewer individuals survive.

Note that survivorship (si(t)) and developmental time delays (si(t))
are time-varying differential equations (see Nisbet & Gurney

(1983) for derivation). Appendix S3 provides more information

about the DDE model developed here, and Appendix S4 and

Fig. S2 discuss the results of a simplified ODE version of the

model.

The third point is about environmental variability. Note that

the model incorporates both direct effects of seasonal temperature

variation (T(t)) on life-history traits and intraspecific competition,

and indirect effects arising from resource variability (Q(T)) that

affect the birth rate. Below, we explain how environmental

variability is quantified in the field and incorporated into the

model.
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Fig. 4. Temperature response of competitive traits. Intraspecific

competition (quantified by the decline in fecundity with adult den-

sity; see Fig. S1) exhibits a unimodal response to temperature,

which is well-described by a Gaussian function (eqn 3). See

Table S1 for parameter estimates.
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ENV IRONMENTAL VAR IAB IL ITY

We quantify seasonal temperature variation (T(t)) via the follow-

ing sinusoidal function:

TðtÞ ¼ mT � aT cosð2pt=365� dTÞ eqn 7

where mT is the mean temperature, aT is the amplitude of

seasonal temperature variation, and dT gives the shift in the

function. We fitted this function to data from the Western

Regional Climate Center (wrcc.dri.edu) from 1986 to 1987

and from 2011 to 2012, which coincide with census data

(Fig. 5).

Because plant bugs mainly consume bush lupine (Booth 1990),

the availability of the preferred food resource varies seasonally

based on bush lupine phenology. Food availability dramatically

increases at the end of January following the winter rains (Har-

rison, Karban & Url 1986) and remains high until the end of the

flowering season in July (Kittelson & Maron 2000) when bush

lupine wilts and drops its seed pods (Strong et al. 1995). We mea-

sured resource availability in the field as the average per cent leaf-

cover of 25 marked bush lupine shrubs. Thus, leaf-cover varies

from 0 to 1.

We quantify temporal variation in food availability (Q(t)) by

fitting the following sinusoidal function to the leaf-cover data

obtained in the field:

QðtÞ ¼ cosð2pt=365� dRÞ eqn 8

where dR is the shift in the cosine function. Note that when

eqn 8 is negative, we set Q(t) = 0. We find that Q(t) captures

the resource availability observed in the field (Fig. 5c;

Table S3).

Results

HYPOTHES IS 1 : ABUNDANCE PATTERNS RESULT FROM

DENS ITY -DEPENDENT DYNAMICS

To predict plant bug dynamics in the absence of tempera-

ture and resource variability, we analysed the stage-struc-

tured model (eqn 4) in a constant environment (T(t) = mT

and Q(t) = 1). The model predicts a stable steady state

(Fig. 6a,b), which is approached via damped oscillations.

This is markedly different from the pattern of population

dynamics observed in the field (Fig. 6i,j). Note that the

predicted abundances are much higher than those

observed in the field because adults reproduce year-round

in the model, while adults reproduce only seasonally in

nature.

HYPOTHES IS 2 : ABUNDANCE PATTERNS RESULT FROM

THE INTERPLAY BETWEEN DENS ITY -DEPENDENT

DYNAMICS AND ENV IRONMENTAL VAR IAB IL ITY

Seasonal temperature variation

A model with seasonal temperature forcing (eqn 7) but no

variation in resource availability (Q(t) = 1) causes fluctua-

tions in abundance within a year. Adult density is greatest

during spring and early summer (Fig. 6c,d) when tempera-

tures approach the optimal for reproduction. Because

adult senescence is very sensitive to increasing temperature

(high Arrhenius constant; Table S1), adult life span is rela-

tively short and thus adult density declines in late summer.

The density of early nymphal stages is greatest in fall fol-

lowing peak reproduction in late summer and is lowest in

early summer when adult density declines and nymphal

mortality is relatively high due to high temperatures. As a

result, successive nymphal stages peak in density during

winter in the model.

Comparison of the predicted time series with field census

data reveals two mismatches. First, the model predicts that

nymphs are present in winter, when in the field nymphs

are completely absent in winter. Secondly, the predicted

abundances of all life stages are much greater than are

observed in the field. These mismatches are likely due to

the model assumption that resources remain plentiful year-

round, allowing adults to reproduce, and nymphs to sur-

vive, throughout the year. Thus, seasonal temperature

variation alone does not explain the observed dynamics.

Seasonal resource variation

A model with seasonal variation in resource availability

(eqn 8) but no seasonal temperature variation (T(t) = mT)

captures the gross patterns observed in the field, but

greatly underestimates bug abundances (Fig. 6e,f). In the

model, overwintering adults reproduce in March when

resource availability increases. This initial juvenile cohort

develops during the spring and adults reproduce during

the summer. Reproduction ceases in August as resource

availability declines. The second juvenile cohort develops

during the summer/fall and matures into adults by

November.
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Fig. 5. Seasonal variation in temperature and resource availability is quantified by fitting functions to data on monthly temperatures in

1986 (panel a) and 2011 (panel b) and to field data on resource availability (panel c). See Table S3 for parameter estimates.
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While this version of the model captures the overall trend

in plant bug dynamics, it greatly underestimates abun-

dances, as a result of which the population goes extinct

within a few years. Extinction likely occurs because mean

annual temperatures are suboptimal for reproduction (recall

that reproduction is optimal near the maximum, not mean,

field temperatures). This perhaps signifies an important role

for seasonal temperature variation. The crucial significance

of this model version is the prediction that seasonal varia-

tion in resource availability determines the period of the

year during which reproduction occurs and hence when

nymphal stages are present. Resource variation alone, how-

ever, is insufficient to explain the observed time-series data.

Seasonal variation in temperature and resource
availability

The full model with seasonal variation in temperature

(eqn 7) and resource availability (eqn 8) captures both the

qualitative pattern of population dynamics and the magni-

tude of bug abundances observed in the field (Fig. 6g,h).

Adults cannot reproduce during the fall or winter due to

insufficient resource availability; thus, nymphs are absent

in the winter. Overwintering adults have a relatively long

life span due to reduced mortality as a result of low tem-

peratures. Thus, adults survive long enough to reproduce

when resource availability increases in February before

senescing by April. The initial juvenile cohort develops

fairly slowly in the spring when development rates are low

due to low temperatures and matures into adults by July.

Reproduction ceases in August as resource availability

declines and adults senesce by September as a result of

increased mortality due to elevated summer temperatures.

The second juvenile cohort develops relatively quickly in

late summer when development rates are faster due to

higher temperatures and matures into adults by October.

Bug abundances are greater in the second cohort because

reproduction is greatest in the summer as temperatures

approach the optimum for reproduction. Model dynamics

lag slightly behind field census data, perhaps due to uncer-

tainty around the fit of seasonal resource variability

(eqn 8) to the start of the growing season (Fig. 4c). This

lag is slightly greater in 2011 than in 1986, likely due

greater uncertainty around the fit of season temperature

variation (eqn 7) to temperature data in 2011 (Fig. 4b).

The full model yields two key findings. First, density is

driven by both resource availability (via its effects on repro-

duction) and temperature (via its effects on reproduction,

development and mortality). Secondly, density-dependent

population dynamics are influenced by both resource

availability (which determines when reproduction occurs)

and temperature (which determines stage duration). These
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Fig. 6. Plant bug population dynamics pre-

dicted by stage-structured DDE models

(eqn 4). Left panels show model predic-

tions for the 1986 census period and right

panels show model predictions for the 2011

census period: panels (a,b): constant envi-

ronment (no temperature or resource varia-

tion), panels (c,d): seasonal temperature

variation, panels (e,f): seasonal resource

variation, panels (g,h): seasonal tempera-

ture and resource variation, panels (h,i):

census data.
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findings suggest that plant bug population dynamics result

from the interplay between development-driven time delays

in the operation of density dependence and life-history

traits’ responses to seasonal variation in both temperature

and resource availability.

Discussion

In species with complex life cycles, juvenile development

leads to time delays in the operation of negative feedback

processes (e.g. intraspecific competition), leading to popu-

lation cycles (Murdoch, Briggs & Nisbet 2003). Environ-

mental variability can interact with such delays, leading to

patterns of population dynamics that deviate from those

expected under density-dependent processes alone. Under-

standing how environmental variability interacts with den-

sity-dependent processes is important for predicting

population dynamics not only under typical environmental

regimes, but also under perturbations, natural or anthro-

pogenic, to the typical environment. Here, we investigate

this issue using the bordered plant bug (Largus californi-

cus) as a model system.

We report two key results. The first result pertains to

the joint effects of temperature and intraspecific competi-

tion on fecundity. We find that competition is strongest at

temperatures optimal for reproduction and declines at

higher and lower temperatures. This is an important find-

ing because theory predicts that, in such a case, the effects

of temperature and competition interact antagonistically,

resulting in more complex dynamics than when the

strength of competition increases monotonically with tem-

perature (Amarasekare & Coutinho 2014).

Our second result illustrates the complex interplay

between environmental variability and delays in density-

dependent feedback in driving population dynamics. While

either temperature or resource availability can interact

with density-dependent processes to induce population

fluctuations, it is the interplay between density dependence

and seasonal variation in temperature and resource avail-

ability that generates the distinctive abundance patterns

observed in the field. Specifically, density-dependent

dynamics are modified by seasonal variation in resource

availability (which determines the timing and magnitude of

reproduction) and temperature (which affects life-history

traits both directly and indirectly via its effects on competi-

tion).

At a more conceptual level, we develop a theoretical

framework for simultaneously considering the direct and

indirect effects of abiotic variation on ectotherm popula-

tion dynamics. There is growing emphasis on the impor-

tance of indirect effects of environmental variation on

species’ phenology and population dynamics (Ara�ujo &

Luoto 2007). Quantifying and modelling these indirect

effects, however, can be challenging. This framework

provides a natural way to incorporate both direct and indi-

rect effects of abiotic variation. The direct effects of abiotic

variation (here, in temperature) are quantified via the

responses of life-history and competitive traits. In the case

of the bordered plant bug, indirect effects of abiotic factors

such as temperature and rainfall are likely manifested via

the effects of resource phenology on fecundity (which is

the only trait that exhibits density dependence; Fig. S1).

Thus, incorporating temperature-dependent parameters

and the effects of resource availability on fecundity allows

the simultaneous consideration of direct and indirect

effects of abiotic factors on plant bug dynamics.

It is important to discuss our results in the light of previ-

ous studies investigating the joint effects of temperature

and resource variation on population dynamics. We dis-

cuss three studies. Ritchie (1996) studied the effects of tem-

perature and resource limitation on the grasshopper

Melanoplus sanguinipes. He used a non-delay model in

which a fixed supply of resources is allocated to mainte-

nance or growth at temperature-dependent rates. The

model predicts greater mortality and lower density under

elevated temperatures. Our model also predicts that mor-

tality increases with increasing temperatures; however,

temperature effects on population density are more com-

plex as the underlying life-history and competitive traits

are also temperature-dependent.

Reigada and Godoy (2006) studied the effects of larval

density on the dynamics of the fly Chrysomya megacephala

at two temperatures in a laboratory environment and

found that fecundity declines with increasing density and

temperature, which may lead to a transition from a two-

point limit cycle to a stable equilibrium. While plant bug

fecundity also declines with increasing density, fecundity

exhibits a unimodal temperature response. While we con-

sider temperature variation, not increasing temperature, it

predicts more complex dynamics when temperature is con-

sidered.

Finally, Laws and Belovsky (2010) studied the effects of

density and temperature on the dynamics of the grasshop-

per Camnula pellucida in the field. They found that peak

survival in low-density treatments occurs at higher temper-

atures than for high-density treatments, indicating that the

strength of intraspecific competition varies with tempera-

ture; however, the temperature response of competition

was not quantified. Our model explicitly incorporates the

temperature response of intraspecific competition, which

likely leads to more complex population dynamics.

In summary, previous studies often incorporate only a

few (2–3) temperatures, do not quantify the temperature

responses of both life-history and competitive traits and

fail to explicitly consider temperature effects on the devel-

opmental delays that characterize ectotherm life cycles.

Our framework differs from these previous studies in that

it incorporates measurable temperature response functions

for all parameters, explicitly considers variability in devel-

opmental delays due to temperature variation, and is well-

linked with independent field census data.

The work presented here suggests several future direc-

tions. First, our study underscores the importance of con-

sidering the role of abiotic factors on bottom-up processes
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such as resource availability. It does not, however, con-

sider the effects of abiotic factors on top-down processes

such as natural enemies, which are likely important to gain

a full understanding of how abiotic factors affect species’

population dynamics. Indeed, natural enemies can interact

with intrinsic delays in density dependence to drive more

complex dynamics (Murdoch et al. 1987; Murdoch &

Walde 1989; Nisbet 1997; Gurney & Nisbet 1998; Mur-

doch, Briggs & Nisbet 2003). A key question for future

research is how direct and indirect effects of abiotic varia-

tion influence consumer-resource dynamics. This frame-

work provides a theoretical foundation for investigating

these issues because it incorporates mechanistic descrip-

tions of trait responses to abiotic variation.

The bordered plant bug offers an intriguing case

study for investigating the effects of abiotic variation on

bottom-up and top-down processes as we have docu-

mented variation in resource availability due to bush

lupine phenology (bottom-up effects) and plant bugs are

attacked by multiple ectothermic natural enemies (top-

down effects). Our model suggests that, in this system

at least, bottom-up processes are important in driving

the observed abundance pattern. Intriguingly, while the

full model captures the overall patterns observed in nat-

ure, it tends to overestimate bug density, perhaps signi-

fying a key role for natural enemies in suppressing bug

density. Future work should therefore incorporate natu-

ral enemies within the mathematical framework

described here.

The second future direction involves predicting how

ectotherms respond to perturbations in their typical ther-

mal environment, such as climate warming (Bale et al.

2002; Walther et al. 2002; Root et al. 2003; Parmesan

2006; Deutsch et al. 2008; Tewksbury, Huey & Deutsch

2008; Kingsolver 2009; Kingsolver et al. 2011; Sheldon,

Yang & Tewksbury 2013). The framework we have devel-

oped here is particularly amenable to investigating the

effects of climate change on ectotherm population dynam-

ics because the temperature responses of life-history traits

can be empirically quantified and climate change scenarios

can be easily incorporated into the model.

In conclusion, this study serves as a first step towards a

mechanistic understanding of how the interplay between

density-dependent processes and abiotic variation affects

ectotherm population dynamics. It also provides a case

study of a variable delay model with mechanistic descrip-

tions of trait responses to temperature. The model is read-

ily amenable to incorporating empirically derived

temperature response functions and yields predictions

about abundance patterns that can be tested with census

data. We have shown that this framework, parameterized

with empirical data on life-history traits, can capture

very complex dynamics observed in the field. This is a

key development as mechanisms underlying patterns of

population dynamics cannot be elucidated from time-series

analysis alone (Knape & de Valpine 2010). Thus, our

framework offers the conceptual foundation and mathe-

matical tools to investigate ectotherm population dynamics

under climate warming.
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